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Abstract

Standard fieldbuses are today a cost-effective solu-
tion for distributed computer control systems. How-
ever, the efficient implementation of fault-tolerance
and real-time mechanisms on the simple fieldbus envi-
ronment presents non-negligible problems. This paper
outlines our approach on the use of the Controller Area
Network (CAN) as an off-the-shelf component in the
design of fault-tolerant real-time distributed systems.

1 Introduction

The design and implementation of distributed com-
puter control systems intended for real-world interfac-
ing, i.e. integrating sensors and/or actuators, have
increasingly been based on standard fieldbuses as an
alternative to specialized and thus costly architectures
[4]. The development of applications for such envi-
ronments may greatly benefit from the availability of
services such as clock synchronization, reliable group
communication, membership and failure detection.

However, the migration of fault-tolerant communi-
cation systems to the realm of fieldbuses presents non-
negligible problems, some of them addressed by our
ongoing research in the context of CAN, the Controller
Area Network [11, 8, 6, 5]. CAN is a fieldbus that has
assumed increasing importance and widespread accep-
tance in application areas as diverse as shop-floor con-
trol, robotics or automotive [3].

This paper outlines our approach on how to use
CAN as an off-the-shelf component in the design of
fault-tolerant real-time distributed systems. The pa-
per is organized as follows: Section 2 analyzes CAN
dependability; Section 3 defines the system model,;
CAN non-stop operation in the presence of medium
failures is discussed in Section 4; Section 5 addresses
CAN inaccessibility and its impact on hard real-time
operation. The failure detection, membership and re-
liable group communication services are discussed in
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the remaining sections. A companion clock synchro-
nization service can be found in [5].

2 Dependability of CAN

CAN uses a twisted pair cable as transmission
medium. The CAN physical layer specified in [3]
allows tolerance of some cabling faults (one wire
open/short failures), by switching from differential to
single-wire operation. However, this mechanism can
not provide resilience to the simultaneous interruption
of both wires.

CAN is a multi-master fieldbus. Bus signaling takes
one out of two values: recessive, otherwise the state of
an idle bus; dominant, which always overwrites a re-
cessive value. This behavior, together with the unique-
ness of frame identifiers, is exploited for bus arbitra-
tion. A carrier sense multi-access with deterministic
collision resolution policy is used. The node transmit-
ting the frame with the lowest identifier always goes
through and gets the bus. Frames that have lost arbi-
tration or have been destroyed by errors are automati-
cally retransmitted. A frame is a piece of encapsulated
information traveling on the network. It may contain
a message, a user-level piece of information.

Though CAN fault-confinement and error detection
mechanisms ensure that most failures are perceived
consistently by all nodes [7], some subtle errors can
lead to inconsistency. Inconsistent frame omissions oc-
cur when faults hit the last but one bit of a frame at
some recipients!, tagged x set in Figure 1-B. This may
lead to: the message to be accepted in duplicate by
the recipients in the o set of Figure 1-B, upon retrans-
mission; inconsistent message omission, if the sender
fails before retransmission. A thorough discussion of
these failure scenarios can be found in [8]. However
infrequent they may be, the probability of its occur-
rence is high enough to be taken into account, at least
for highly fault-tolerant applications of CAN.

IThe set may have only one element. Examples of causes
for inconsistent detection are: electromagnetic interference or
deficient receiver circuitry.
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Figure 1: Inconsistency in CAN error handling

3 System Model

We enumerate our fault assumptions, formalizing
the discussion of Section 2, and present the properties
of our system model. The model addresses a set of pro-
cesses communicating through CAN. Each process is
attached to the network through a CAN interface. To-
gether, they form a node. We assume that the process-
es are fail-silent and blame all temporary failures on
the CAN network components. We say a component
is weak-fail-silent if it behaves correctly or crashes
if it does more than a given number of omission fail-
ures in an interval of reference, called the component’s
omission degree. The CAN network components
are modeled by the failure semantics used in [8]:

o individual components are weak-fail-silent with
omission degree fo;

o failure bursts never affect more than f, transmissions
in an interval of reference ?;

e omission failures may be inconsistent (i.e., not ob-
served by all recipients);

o there is no permanent failure of shared network com-
ponents, as justified in Section 4.

CAN MAC-level properties

CAN has a medium access control (MAC) sub-layer
that basically exhibits the same kind of properties i-
dentified in previous works on LANs [10]. A first for-
malization of CAN MAC-level properties in [8] proved
quite effective. Figure 2 complements that definition
with the time-related properties MCANS-MCANT.

MCAN4 maps the failure semantics introduced ear-
lier onto the operational assumptions of CAN, being
k > f,. MCANG specifies a maximum frame trans-
mission delay, which is T;4 in the absence of faults. It
depends on message latency classes and offered load
bounds [9, 12]. The bounded transmission delay in-
cludes Tjp, (MCANS), the maximum duration of an

2For instance the duration of a message transaction round.
Note that this assumption is concerned with the total number
of failures of possibly different components.

MCAN1 - Broadcast: correct nodes receiving an uncorrupt-
ed frame transmission, receive the same frame.

MCAN2 - Error Detection: correct nodes detect any cor-
ruption done by the network in a locally received frame.

MCANS3 - Network Order: any two frames received at any
two correct nodes, are received in the same order at both nodes.

MCAN4 - Bounded Omission Degree: in a known time
interval 7.4, omission failures may occur in at most k& transmis-
sions.

MCANS5 - Bounded Inaccessibility: in a known time in-
terval T,.4, the network may be inaccessible at most ¢ times,
with a total duration of at most T},.

MCANG6 - Bounded Transmission Delay: any frame
queued for transmission is transmitted on the network within a

bounded delay of Tyg + Tina-

MCANY - Tightness: correct nodes receiving an uncorrupt-
ed frame transmission, receive it at real time values that differ,
at most, by a known small constant AT'y; ¢p¢-

Figure 2: CAN MAC-level properties

inaccessibility fault [11]. MCANT is crucial for achiev-
ing high precision on synchronized clocks [5].

LCAN1 - Validity: if a correct node broadcasts a message,
then the message is eventually delivered to a correct node.

LCAN2 - Best-effort Agreement: if a message is delivered
to a correct node, then the message is eventually delivered to
all correct nodes, if the sender remains correct.

LCANS3 - At-least-once Delivery: any message delivered
to a correct node is delivered at least once.

LCAN4 - Non-triviality: any message delivered to a correct
node was broadcast by a node.

LCANS5 - Total Order: not ensured.

LCANG6 - Bounded Inconsistent Omission Degree: in
a known time interval T4, inconsistent omission failures may
occur in at most 7 transmissions.

Figure 3: Native CAN LLC-level properties

CAN LLC-level properties

CAN has error-recovery mechanisms on top of the
basic MAC sub-layer functionality, that yield inter-
esting message properties. These mechanisms provide
additional dependability guarantees, in some way with
the flavor of the logical link control (LLC) sub-layer in
LANs: the omission failures specified by MCAN4 are
masked in general at the LLC level by the retry mech-



anism of CAN. However, the existence of inconsistent
omissions, as discussed in Section 2, postulates:

e that there may be message duplicates when they are
recovered;

e that some j of the & omissions (j < k) will show at
the LLC interface as inconsistent omissions.

Figure 3 recalls from [8] the LLC-level properties
of CAN. The first five properties characterize the reli-
ability of CAN communication and its shortcomings.
LCANG provides the grounds for the design of efficient
dependability enforcement mechanisms [8, 6].

4 Network Availability

Our ideas to enhance CAN network availability are
sketched in Figure 4. They rely on the replication of
the physical path — cable medium and transceivers —
used by the MAC entities to communicate (channel).

The strategy for channel media replication assumes:
each cable replica is routed differently, being reason-
able to consider failures in different media as inde-
pendent; any bit issued from a MAC sub-layer is si-
multaneously transmitted on all the redundant media
interfaces; media stuck-at-dominant failures are han-
dled through a special-purpose watchdog timer.

The bare CAN wired-AND nature is exploited for
handling channel replicated media: the signals from
the different redundant media receivers are combined
in an AND function, before interfacing the MAC sub-
layer. This simple method ensures resilience against
CAN physical partitions:

o nodes at the in-partition® receive a correct signal on

all redundant media interfaces;

e in the out-partition, the recessive signal from the (i-

dle) failed media is combined with the redundant me-
dia signals to produce a correct channel output.

Each network cable can include an additional differ-
ential pair, as a way to support a Dual-MAC architec-
ture with small overhead costs*. The second MAC can
be used to improve: the overall system dependability;
the available network bandwidth; hard real-time mes-
sage delivery guarantees. The architecture of Figure 4
can be made compliant with the standard physical lay-
er, by using spare pins in the CiA connector [1].

5 CAN Inaccessibility

Even in a continuously connected network, the oc-
currence of certain events (e.g.: bit errors; receiver
glitches) in its operation produces a subtle form of

31.e., the partition that includes the transmitter.

4For example, using the state-of-the-art Motorola MPC555
that integrates in a single chip a 32-bit PowerPC micro-
controller and two advanced CAN 2.0B controllers.
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Figure 4: Highly-available CAN infrastructure

virtual partitioning. CAN has its own means of recov-
ering from these situations, but this takes time [7, 11].
An inaccessibility fault occurs when a component
temporarily refrains from providing service.

The effect of inaccessibility on real-time commu-
nication is the error it introduces in timing bounds,
such as message latencies. Most message schedulabili-
ty analyses consider the network as always functioning
normally [9, 2]. Bounds are established that may be
violated upon the occurrence of inaccessibility events.
In consequence, the system (e.g. [2]) may exhibit an
unpredictable behavior and ultimately fail.
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Figure 5: Normalized CAN inaccessibility

One solution to avoid failures due to inaccessibility
events is: to compute the duration of all possible inac-
cessibility faults, as done in [7, 11] (Figure 5 summa-
rizes the results); accommodate inaccessibility bounds
in the timeliness model (e.g. MCANG).

6 Failure Detection and Membership

A membership service is intended to provide,
at any given time, consistent information about
failed/correct nodes. Qur approach to this problem
is based on the observation that many CAN appli-
cations [9, 2] exhibit a periodic traffic pattern. A
failure detection/membership service matching strict
application-level latency requirements can be designed
with minimal costs in network bandwidth.

The periodic high-level messages are implicitly used
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Figure 6: Failure detection and membership

as heartbeats (Figure 6). Specific life-sign messages
need only to be issued by nodes with message periods
higher than the failure detection latency or transmit-
ting only sporadic/aperiodic traffic. If a node remains
silent during a period longer than the detection laten-
cy, that will be a failure. Consistency of membership
information is ensured through: a reception history
agreement (RHA) protocol, in the presence of node
join/leave operations; an optimized failure detection
agreement (FDA) protocol, upon node failure.
Optimization tradeoffs exist with a protocol variant
where all nodes explicitly issue life-sign messages.

7 Reliable Group Communication

The problem of reliable CAN communication was o-
riginally addressed in [8], dismissing the current belief
that CAN supports an atomic broadcast service and
providing a protocol suite that handles the problem
effectively. Next, we use and extend the results from
[8] to outline the current architecture of a CAN-based
reliable group communication service.

Interfacing the standard CAN layer (Figure 7) we
use the fundamental fault-tolerant broadcast proto-
cols of [8, 6]: SDCAN enhances LCAN3, by ensur-
ing that each message is delivered at-most-once, if
no message ordering is required [6]; EDCAN enhances
LCAN3 in the same way but also enhances LCAN2,
removing the condition of the sender not failing (cf.
Fig 3) and securing all the properties of a reliable
broadcast service [8, 6].

Real-Time Group Communication
[T-CAN | [R-CAN | [L-CAN | [F-CAN | [ Group
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Figure 7: CAN real-time fault-tolerant protocol suite

A versatile real-time group communication service,
offering different qualities of service, is defined above
this layer. The G-Filtering sub-layer restricts process-
ing of higher layers to the traffic addressed to the n-
ode. The top sub-layer include (totally ordered) atom-
ic (T-CAN) and reliable (R-CAN) group communica-
tion protocols, which are variants of the protocols in
[8], and two new protocols: L-CAN, a reliable group
communication protocol that trades a high message
delivery bound with a low utilization of network band-
width; F-CAN, a companion protocol that exploits
MCAN3 and LCAN2 to support an efficient message
fragmentation scheme that does not need to use se-
quence numbers for fragment ordering.

The failure detection and membership protocols are
also included in Figure 7. A companion clock synchro-
nization protocol is described in [5].

8 Concluding Remarks

There is an increasing demand for fault-tolerant
and real-time distributed systems based on fieldbus-
es. In this paper, after formalizing the properties ac-
tually secured by CAN, we have shown that with the
appropriate techniques one can draw a modular so-
lution able to add fault-tolerance and hard real-time
attributes to the basic functionality offered by CAN
off-the-shelf components.
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