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Abstract

Standard fieldbuses are today a cost-effective solution for distributed computer control sys-
tems. However, the efficient implementation of fault-tolerance and real-time mechanisms on the
simple fieldbus environment presents non-negligible problems. This paper outlines the approach
to be taken in the DEAR-COTS Project with regard the use of the Controller Area Network
(CAN) as an off-the-shelf component in the design of fault-tolerant real-time distributed sys-
tems.

1 Introduction

The design and implementation of distributed computer control systems intended for real-world
interfacing, i.e. integrating sensors and/or actuators, have increasingly been based on standard
fieldbuses as an alternative to specialized and thus costly architectures [7]. The development of
applications for such environments may greatly benefit from the availability of services such as
clock synchronization, reliable group communication, membership and failure detection.

However, the migration of fault-tolerant communication systems to the realm of fieldbuses
presents non-negligible problems, some of them addressed by our previous works in the context of
CAN, the Controller Area Network [21, 16, 10, 13]. CAN is a fieldbus that has assumed increasing
importance and widespread acceptance in application areas as diverse as shop-floor control, robotics
or automotive [6]. The inherent reliability and real-time attributes of CAN, its low-cost and wide
commercial availability, and a reasonable level of simplicity and flexibility in system design, are
reasons that justify the interest of having the DEAR-COTS communication infrastructure build
around the CAN fieldbus [3].

This paper outlines our approach on how to use CAN as an off-the-shelf component in the design
of fault-tolerant real-time distributed systems: Section 2 analyzes CAN dependability; Section 3
defines the system model; CAN non-stop operation in the presence of medium failures is discussed
in Section 4; Section 5 addresses CAN inaccessibility and its impact on hard real-time operation.
The reliable group communication, failure detection and membership, and clock synchronization
services are discussed in Sections 6 to 8. Finally, Section 9 concludes the paper.

2 Dependability of CAN

CAN uses a twisted pair cable as transmission medium. The CAN physical layer specified in [6]
allows tolerance of some cabling faults (one wire open/short failures), by switching from differential
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to single-wire operation. However, this mechanism cannot provide resilience to the simultaneous
interruption of both wires.

CAN is a multi-master fieldbus. Bus signaling takes one out of two values: recessive, otherwise
the state of an idle bus; dominant, which always overwrites a recessive value. This behavior,
together with the uniqueness of frame identifiers, is exploited for bus arbitration. A carrier sense
multi-access with deterministic collision resolution policy is used. The node transmitting the frame
with the lowest identifier always goes through and gets the bus. Frames that have lost arbitration or
have been destroyed by errors are automatically retransmitted. A frame is a piece of encapsulated
information traveling on the network. It may contain a message, a user-level piece of information.

Though CAN fault-confinement and error detection mechanisms ensure that most failures are
perceived consistently by all nodes [12], some subtle errors can lead to inconsistency. Inconsistent
frame omissions occur when faults hit the last but one bit of a frame at some recipients!, tagged
x set in Figure 1-B. This may lead to: the message to be accepted in duplicate by the recipients
in the e set of Figure 1-B, upon retransmission; inconsistent message omission, if the sender fails
before retransmission. A thorough discussion of these failure scenarios can be found in [16]. However
infrequent they may be, the probability of its occurrence is high enough to be taken into account,
at least for highly fault-tolerant applications of CAN.
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Figure 1: Inconsistency in CAN error handling

3 System Model

We enumerate our fault assumptions, formalizing the discussion of Section 2, and present the
properties of our system model. The model addresses a set of processes communicating through
CAN. Each process is attached to the network through a CAN interface. Together, they form a
node. We assume that the processes are fail-silent and blame all temporary failures on the CAN
network components. We say a component is weak-fail-silent if it behaves correctly or crashes
if it does more than a given number of omission failures in a time interval of reference, called
the component’s omission degree. The CAN network components are modeled by the failure
semantics used in [16]:

'The set may have only one element. Examples of causes for inconsistent detection are: electromagnetic interfer-
ence or deficient receiver circuitry.



individual components are weak-fail-silent with omission degree f,;
o failure bursts never affect more than f, transmissions in an interval of reference 2;
¢ omission failures may be inconsistent (i.e., not observed by all recipients);

e there is no permanent failure of shared network components, as justified in Section 4.

CAN MAC-level properties

CAN has a medium access control (MAC) sub-layer that basically exhibits the same kind
of properties identified in previous works on LLANs [19]. A first formalization of CAN MAC-level
properties in [16] proved quite effective. Figure 2 complements that definition with the time-related
properties MCAN5S-MCANT.

MCAN1 - Broadcast: correct nodes receiving an uncorrupted frame transmission,
receive the same frame.

MCAN2 - Error Detection: correct nodes detect any corruption done by the
network in a locally received frame.

MCANS3 - Network Order: any two frames received at any two correct nodes,
are received in the same order at both nodes.

MCAN4 - Bounded Omission Degree: in a known time interval 7,4, omission
failures may occur in at most k transmissions.

MCANS5 - Bounded Inaccessibility: in a known time interval T4, the network
may be inaccessible at most 2 times, with a total duration of at most Tjy,.

MCANG6 - Bounded Transmission Delay: any frame queued for transmission is
transmitted on the network within a bounded delay of Tig + Tina-

MCANYT - Tightness: correct nodes receiving an uncorrupted frame transmission,
receive it at real time values that differ, at most, by a known small constant Al';;ign:.

Figure 2: CAN MAC-level properties

MCAN4 maps the failure semantics introduced earlier onto the operational assumptions of
CAN, being k > f,. MCANG specifies a maximum frame transmission delay, which is T;4 in the
absence of faults. It depends on message latency classes and offered load bounds [17, 22, 8, 1]. The
bounded transmission delay includes T;,, (MCAND5), the maximum duration of an inaccessibility
fault [21]. MCANT is crucial for achieving high precision on synchronized clocks [10].

CAN LLC-level properties

CAN has error-recovery mechanisms on top of the basic MAC sub-layer functionality, that yield
interesting message properties. These mechanisms provide additional dependability guarantees, in
some way with the flavor of the logical link control (LLC) sub-layer in LANs: the omission failures
specified by MCAN4 are masked in general at the LLC level by the retry mechanism of CAN.
However, the existence of inconsistent omissions, as discussed in Section 2, postulates:

o that there may be message duplicates when they are recovered;

2For instance the duration of a message transaction round. Note that this assumption is concerned with the total
number of failures of possibly different components.



LCANT1 - Validity: if a correct node broadcasts a message, then the message is
eventually delivered to a correct node.

LCAN2 - Best-effort Agreement: if a message is delivered to a correct node,
then the message is eventually delivered to all correct nodes, if the sender remains
correct.

LCANS3 - At-least-once Delivery: any message delivered to a correct node is
delivered at least once.

LCAN4 - Non-triviality: any message delivered to a correct node was broadcast
by a node.

LCANS5 - Total Order: not ensured.

LCANG6 - Bounded Inconsistent Omission Degree: in a known time interval
T4, inconsistent omission failures may occur in at most j transmissions.

Figure 3: Native CAN LLC-level properties

o that some j of the k omissions (j < k) will show at the LLC interface as inconsistent omissions.

Figure 3 recalls from [16] the LLC-level properties of CAN. The first five properties characterize
the reliability of CAN communication and its shortcomings. LCANG provides the grounds for the
design of efficient dependability enforcement mechanisms [16, 11].

4 Network Availability

Our ideas to enhance CAN network availability, thoroughly discussed in [13, 14], are sketched
in Figure 4. They rely on the replication of the physical path — cable medium and transceivers —
used by the MAC entities to communicate (channel).

The strategy for channel media replication assumes: each cable replica is routed differently,
being reasonable to consider failures in different media as independent; any bit issued from a MAC
sub-layer is simultaneously transmitted on all the redundant media interfaces.

The bare CAN wired-AND nature is exploited for handling channel replicated media: the signals
from the different redundant media receivers are combined in an AND function, before interfacing
the MAC sub-layer. This Columbus’ egg idea [13], constitutes a simple method to secure resilience
to CAN physical partitions:

e nodes at the in-partition® receive a correct signal on all redundant media interfaces;

e in the out-partition, the recessive signal from the (idle) failed media is combined with the redundant
media signals to produce a correct channel output.

However, to be of practical use such a scheme should be enhanced to support a less restrictive
and thus more realistic fault model [13]: stuck-at-dominant faults can be handled through a special-
purpose watchdog timer; omission faults can be monitored and a medium exhibiting an excessive
number of omission errors can be put in quarantine until (and if) it ”behaves well” again.

The detection of abnormal bus idle periods (recessive state) is relevant for high-level diagnose
applications aiming to: distinguish a stuck-at-recessive from a medium partition failure; pinpoint
the location of the medium partition failure in the network cable.

®I.e., the partition that includes the transmitter.



CAN

Controller
Node N
c
s I woire MTx(P) |MR><(P) MTx(S) |MRx(S)
£ bus Medium Medium
g | nt?a?f’;lc e Interface Interface

L - rg CiA Connectors I%
Bus P-Bus S-Bus
Termination
P-Bus
—

Bus Cabling }
[ L}

S-Bus

Figure 4: A Columbus’ egg idea for bus media redundancy in CAN

5 CAN Inaccessibility

Even in a continuously connected network, the occurrence of certain events (e.g.: bit errors;
receiver glitches) in its operation produces a subtle form of virtual partitioning. CAN has its own
means of recovering from these situations, but this takes time [12, 21]. An inaccessibility fault
occurs when a component temporarily refrains from providing service.

The effect of inaccessibility on real-time communication is the error it introduces in timing
bounds, such as message latencies. Most message schedulability analyses consider the network
as always functioning normally [17, 5, 18]. Bounds are established that may be violated upon
the occurrence of inaccessibility events. In consequence, the system may exhibit an unpredictable
behavior and ultimately fail. Examples of applications where the influence of the periods of inac-
cessibility has been completely disregarded can be found in [5, 18].
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Figure 5: Normalized CAN inaccessibility

One solution to avoid failures due to inaccessibility events is: to compute the duration of all
possible inaccessibility faults, as done in [12, 21] (Figure 5 summarizes the results); accommodate
inaccessibility bounds in the timeliness model (e.g. MCANG).



6 Reliable Group Communication

The problem of reliable CAN communication was originally addressed in [16], dismissing the
current belief that CAN supports an atomic broadcast service and providing a protocol suite that
handles the problem effectively. Next, we use and extend the results from [16] to outline the
architecture specification of a CAN-based reliable group communication service.

Interfacing the standard CAN layer (Figure 6) we use the fundamental fault-tolerant broadcast
protocols of [16, 11]: SDCAN enhances LCAN3, by ensuring that each message is delivered at-
most-once, if no message ordering is required [11]; EDCAN enhances LCAN3 in the same way but
also enhances LCAN2, removing the condition of the sender not failing (cf. Figure 3) and securing
all the properties of a reliable broadcast service [16, 11].

Real-Time Group Communication

—- |T-CAN | |R-CAN | |L-CAN | |F-CAN | Group
| G-Filtering | Membership

Membership
Fault-Tolerant
SDCAN Broadcast EDCAN Failure
Detection

| CAN Layer |

Figure 6: CAN real-time fault-tolerant protocol suite

A versatile real-time group communication service, offering different qualities of service, is
defined above this layer. The G-Filtering sub-layer restricts processing of higher layers to the
traffic addressed to the node. The top sub-layer include (totally ordered) atomic (T-CAN) and
reliable (R-CAN) group communication protocols, which are variants of the protocols in [16], and
two new protocols: L.-CAN, a reliable group communication protocol that trades a high message
delivery bound with a low utilization of network bandwidth; F-CAN, a companion protocol that
exploits MCAN3 and LCAN2 to support an efficient message fragmentation scheme that does not
need to use sequence numbers for fragment ordering.

The failure detection and membership protocols, discussed next, are also included in the archi-
tecture specified in Figure 6.

7 Failure Detection and Membership

A membership service is intended to provide, at any given time, consistent information about
failed /correct nodes. Our approach to this problem is based on the observation that many CAN ap-
plications [17, 5] exhibit a periodic traffic pattern. A failure detection/membership service matching
strict application-level latency requirements can be designed with minimal costs in network band-
width.

The periodic high-level messages are implicitly used as heartbeats (Figure 7). Specific life-sign
messages need only to be issued by nodes with message periods higher than the failure detection
latency or transmitting only sporadic/aperiodic traffic. If a node remains silent during a period
longer than the detection latency, that will be a failure. Consistency of membership information is
ensured through: a reception history agreement (RHA) protocol, in the presence of node join/leave
operations; an optimized failure detection agreement (FDA) protocol, upon node failure.

Optimization tradeoffs exist with a protocol variant where all nodes explicitly issue life-sign
messages.
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Figure 7: Failure detection and membership

8 Clock Synchronization

The aim of a clock synchronization service is to provide all correct processes of the system with
a global timebase, despite the occurrence of faults in the network infrastructure or in a minority of
processes. A common approach is to use the node hardware clock to create a virtual clock, which
is locally read. All virtual clocks are internally synchronized by a clock synchronization algorithm.

In [10], it is described a clock synchronization algorithm inspired of the generic a posteriori
agreement algorithm for broadcast networks[20] and of a non fault-tolerant CAN clock synchro-
nization algorithm [4]. Significantly different from those algorithms, the new protocol was dubbed
phase-decoupled and explicitly exploits the CAN properties to offer a clock synchronization service
with a tight precision and a good accuracy, at reasonable bandwidth costs.

A hierarchical approach can be used to combine internal and external clock synchronization
and to synchronize several CAN network segments, by making use of the techniques described in
[20] to provide clock synchronization beyond the borders of a single broadcast segment.

9 Conclusions and Future Work

There is an increasing demand for fault-tolerant and real-time distributed systems based on
fieldbuses. In this paper, after formalizing the properties actually secured by CAN, we have shown
that with the appropriate techniques one can draw a modular solution able to add fault-tolerance
and hard real-time attributes to the basic functionality offered by CAN off-the-shelf components.

This paper represents a first contribution to the definition and design of a CAN-based fault-
tolerant real-time communication infrastructure for DEAR-COTS [3]. We have paid particular
attention to dependability concerns, given our ongoing research work [21, 16, 10, 13].

Future project activities should address timeliness properties, in order to ensure the real-time
requirements of the DEAR-COTS architecture are fulfilled [9, 3]. There have been published
works addressing the real-time behavior of CAN [17, 22, 8, 1]. However, with a few exceptions
[17, 8], those analysis are based on no-fault scenarios. To characterize the influence of the CAN
dependability constraints in the timeliness properties of a CAN-based system, it is required to study
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the system under a performability perspective. Furthermore, such an analysis should be extended
to all relevant levels of the system [2, 19]. This is related to [15]:

e the calculation of the real worst-case message transmission delays (having in mind the analysis of
message worst-case latencies and network schedulability);

¢ the calculation of the real worst-case protocol execution times (for real-time processing purposes);
e the dimensioning of timeouts used in the surveillance of remote interactions between peer entities.
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